Model i ng Large Accel erator Structures with the
Paral |l el Field Solver Tau3P

M chael Wl f, Adam GQuetz, and Cho-Kuen Ng
Stanford Linear Accel erator Center
{mwol f, guet z, cho} @I ac. St anf or d. edu

ABSTRACT

In this paper Tau3P, a parallel 3-D distributed-menory tine domain
el ectromagneti c sol ver that uses unstructured nmeshes to nodel |arge accel erator
structures is discussed. The theoretical background upon which Tau3P is based
as well as many of the key features that have been inplenented in this code are
described briefly. The different types of problens that Tau3P has been used to
solve are presented. The parallel performance obtained with Tau3P is briefly
di scussed and as well as the high performance conputing issues addressed in this
code. Finally, the features that are currently being inplenented and research
that still remains to be done are expounded.

. | NTRODUCTI ON

The increasingly demandi ng design requirenents of next-generation particle
accel erators have placed heavy enphasis on the accuracy and reliability of
el ectromagnetic software. There is a push to nodel entire accelerator
structures to design tolerances. Traditional electronagnetic codes cannot solve
the conplicated and enornous geonetries needed to nodel these |arge accel erator
structures. These traditional codes have difficulties obtaining the needed
accuracy in a reasonable anmount of time. Therefore, it is useful to use nore
nmoder n programm ng and nodel ing paradigns in order to achieve this goal.

One such paradigm is the use of unstructured mesh instead of the nore
traditional finite difference method with structured nesh for tine domain
probl ens (FDTD). These FDID net hods have the advantage of being accurate and
fast when the geonetry is very regular. However, nost FDTD nethods are |ess
effective when the geonetry cannot be easily approximated with an orthogonal
mesh and have difficulty nodeling curved geonetries wthout using small nesh
step sizes that result in nore menory and |onger runtine. Many accel erat or
structures have an irregular geonetry and thus FDTD algorithms may not be the
best solution. One solution is to use unstructured neshes that fit the contours
of the irregular accelerator geonetries. However, finding an accurate and
efficient algorithmthat works with unstructured neshes can be difficult. NK
Madsen proposed a nethod for unstructured neshes he clains to be accurate and
al so conmputationally efficient [1]. Hs nethod was derived using a discrete
surface integration (DSI) technique. This DSI nethod uses a dual grid as well
as a primary grid and allows for unstructured neshes made up of hexahedra,
tetrahedra, triangular prisnms, and pyramds. The algorithmreduces to a finite
difference nethod for the orthogonal case, which is inmportant for accuracy and
efficiency. Solving Maxwell's equations, the electric field projections are
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calculated on the edges of the primary nmesh and the nagnetic field projections
are cal cul ated on the edges of the dual mesh (Figure 1).
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Figure 1: Maxwel |’s Equations and Mdified Yee Gid.

This DSI nmethod solves Muxwell's equations using a |eapfrog schene for tine
advancenent in which the electric field projections are solved at every integral
time step (t) and the magnetic field projects are solved at every half tine step
(t+¥%).

H gh performance conputing is another inportant paradigmthat is rapidly
becomi ng an essential part of nodeling particle accelerator structures. In
order to get the accuracy in the simulations needed to design structures, the
meshes must be sufficiently detailed to capture the intricacies of the
geonetries, resulting in nore nmenory and |onger runtinmes. More anbitious
simul ations of entire accelerator structures would be inpossible to simulate on
a single processor nmachine, requiring terabytes of nmenory and years of runtine.
Therefore, parallel codes are necessary to solve the nore conplicated and
anmbi ti ous accel erator probl ens.

Under a DOE Gand Challenge and SCI DAC, the Advanced Conputations
Department (ACD) at the Stanford Linear Accelerator Center (SLAC) is devel oping
parallel codes to solve difficult accelerator problenms on high perfornmance
computing platforms. One of ACD s codes which uses these aforenmenti oned nodern
paradigns to help neet these anbitious design requirenents is Tau3P, a parallel
3-D distributed-nmenory time domain electronagnetic solver. Tau3P uses the DS
met hod with unstructured nmeshes to fit the contours of conplicated accel erator
structures and nodel large structures with a high degree of accuracy. Tau3P
al so uses domain deconposition and MPI to parallelize these |arge accel erator
probl ens, allowi ng |arge problens to be solved that would serially be inpossible
due to nenory and tinme constraints.

1. TAU3P | MPLEMENTATI ON

Tau3P is witten in C++ for portability and maintainability of the code.
It runs on Linux clusters and has al so been ported to the Cray T3E and | BM SP at
NERSC. Tau3P is a parallel code that uses MPI for inter-process comunication.
In the devel opment of Tau3P, a concerted effort has been nmade to use existing
software libraries as often as possible when they provide the necessary
functionality. Figure 2 shows the basic design overview of Tau3P and how it is
used with other applications and libraries in the structure design process. The
foll owi ng sections di scuss various aspects of the Tau3P i npl enentati on.

1. Mesh Inplenmentation
As nentioned before, Tau3P supports an unstructured grid for confornal

nmeshes. The code supports hexahedra, tetrahedra, triangular prisnms, and
pyramids. CUBIT [2] is used to generate hexahedron dom nant neshes for Tau3P.
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Figure 2: Tau3P Design Overview.

This meshing step is often a very difficult one. For conplex structures, a
wel | -meshed geonetry is essential for long-term stability of the Tau3P DS
i npl ementation. CUBIT outputs a nmesh that is then converted into a binary mesh
format, NetCDF [3]. Tau3P uses the distributed nesh library D stMesh to have
each processor read in its share of the nesh and store it in the distributed

mesh object DM Mesh. After the initial naive partitioning, DistMesh uses
Par METI S [4], a parallel mesh partitioner, to repartition the nmesh in an attenpt
to mnimze comunication and evenly distribute the elenents. Next the edges

and faces (faces nunbered to effectively nunber dual edges) that are to be
degrees of freedom are identified based on the boundary conditions assigned in
t he nesh.

Figure 3: Non-zero Pattern for Typical AE Matrix.
2. Matrix Assenbly

Matrices are assenbled from the mesh information in order to efficiently
solve the two equations produced by the DSI formul ation of Maxwell's equations.
The two matrices are stored in a matrix class belonging to the nunerical methods
library (NML): one (AH) to solve for the electric field projections and anot her
(AE) to solve for the magnetic field projections. Two vectors from the NWM
library are also constructed to store the welectric and nagnetic field
proj ecti ons. The two matrices are both very sparse. The nunber of non-zeros
per row can vary from 2 to 20 depending on the orthogonality of the elenents
surroundi ng the degree of freedom A typical matrix can be seen in Figure 3.



3. Sol ver

The Tau3P solvers use a | eapfrog schene to calculate the field projections
at each time step. The nost conputationally expensive part of each solve step
is the matrix/vector multiplication performed by the NML matrix classes. Tau3P
has two different solvers: one for orthogonal neshes and one for non-orthogona
nmeshes. The non-orthogonal solver has a filter applied every 500 time steps.
The Tau3P DSI algorithm generates two errors that are proportional to
el ectromagneti c frequency: a truncation error when solving Maxwel |'s equati ons,
and an averaging error for determning electromagnetic fields at a node. Since
both errors increase with frequency, a lowpass filter, placed carefully to
avoid a danmping effect, can renove a large portion of the error and greatly
i nproves stability and accuracy of the algorithm Al though this filter is
conputationally expensive, it is necessary for the stability of conplex problens
with many tinme steps.

4. Excitations

Different types of excitations are set in Tau3P to drive fields through

the structure so that the response to these fields can be studied. Tau3P
handl es the following excitations with appropriate boundary conditions: dipole
excitation, waveguide excitation, and beam excitation. Di pole excitation

consists of a dipole being excited at sonme point along a structure. Wavegui de
excitation is when nodes are excited through a port in a waveguide to study the
transm ssion properties of that structure. Wth beamexcitation, the fields are
excited along the z-axis of structure to sinulate a beam passing through the
structure.

5. O her Mscell aneous Features

Tau3P al so has many other miscellaneous features that are useful in doing
accel erator design. Tau3P has several nonitors that output electric and
magnetic field data in various forms to be later processed by visualization
tools to exam ne different aspects of the sinmulation. Tau3P also has built-in
checkpoint and restart capabilities. These capabilities allow jobs to be
restarted if a nachine crashes or if the job cannot finish in tinme allotted by a
queue. Anot her key feature of Tau3P is that it is built as a library with
external hooks so it can be driven by external applications. This allows other
applications to interact with Tau3P and extend the useful ness of the Tau3P field
cal cul ati ons.

Figure 4: Mesh of RDDS Qutput End (10 Cells) with Coupler



[11. EXAMPLES OF TAU3P CALCULATI ONS
1. Dipole Field Excitation Problem

Tau3P has been used with dipole field excitation to study part of the NLC
RDDS structure (last 10 cells with coupler) (Figure 4). A dipole was excited in
this structure towards the end away fromthe coupler and the variation in fields
at a point near the coupler was nonitored over tinme. An FFT of this tinme signal
resulted in the dipole node spectrum shown in Figure 5 with several pronounced
resonant frequencies that conpare favorably to neasured frequencies (<.14%
di fference) (Figure 6).

o M easurement Tau3P
16.868 16.89
16.440 16.46
f 16.280 16.30
16.176 16.18
16.098 16.10
— 16.034 16.04

Figure 5: FFT of Dipole Mde Spectrum Figure 6: Table of Peak Frequencies

(neasured and Tau3P).

2. Vavegui de Excitation

Tau3P has been used with wavegui de excitation in designing an input coupler to
properly match the NLC RDDS (Figure 7). A wave was driven through the input
coupler and the transm ssion and reflection through the coupler were nonitored.
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Figure 7: Mesh of NLC RDDS | nput Coupler. Fi gure 8: Transni ssion/Reflection Plots
for NLC RDDS I nput Coupl er.

Figure 8 shows the transmission and reflection coefficients for two different
nodes for one run of this coupler. Using Tau3P with a high quality mesh
realistic nodel to determine the coupler with the nost favorable transm ssion
properties, the Tau3P matching cal cul ati ons provided accurate cavity di nensions
for fabrication.



3. Beam Excitation

Tau3P with beam excitation has been used to study the standing wave (SW
detuned structure (Figure 9). Beam excitation was used to simulate a beam
propagating through the structure. The fields were nonitored as they varied
with time to record the response of the structure to the beam Figures 10 and
11 show dipole node spectra resulting from the fields excited by the beam
excitation obtained by taking FFTs of the field nonitor tine signals. Fi gure
10 shows frequencies inside the SWstructure and Figure 11 shows the frequencies
exiting through the coupler.

Figure 9: Mesh of Standing Wave Detuned Structure.
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Fi gure 10: Beam Excited Di pol e Mdde Fi gure 11: Beam Excited Di pol e Mdde
Spectrum inside the SWStructure. Spectrum at Coupl er Port.

There is a qualitative inverse relationship between the first and second band in
the two FFTs. The nore a node couples out of the structure (Figure 11, second
band), the weaker it will be in the SWstructure (Figure 10, second band).

V. TAU3P PERFORVANCE

Tau3P has been run on meshes containing 2 mllion elements with tens of
mllions of degrees of freedom and has been successfully used in the design and



analysis of the Next Linear Collider (NLC) RDDS and the PEP-11 Interaction
Region (IR) structure. Figure 12 shows the parallel speedup for a typical Tau3P
run. This Tau3P run for a nesh of 1.1 nmillion hexahedra on a 16 processor Linux
cluster has a speedup of only 13.7. One of the major reasons for this |less than
optimal parallel efficiency in Tau3P is poor |oad balancing of conputation.
Par VMETI S attenpts to minimze communi cati on and evenly distribute the nunber of
el ements when partitioning the Tau3P nesh. However, distributing the nunber of
el ements equally will not guarantee that conputation is |oad bal anced since non-
orthogonal elenments result in nore natrix non-zeros than do orthogonal elenents
and the orthogonality of the nesh is not uniform Figure 13 shows a nmatrix
created froma non-weighted Par METIS partitioning routine. Process 10's portion
of the matrix has approximately 2.5 tinmes the nunber of non-zeros contai ned by
process 9's portion of the matrix.
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Figure 12: Parallel Efficiency. Fi gure 13: Number of AE Matrix Non-
zeros on each Processor.
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This conputational |oad inbalance can be nostly corrected by passing
wei ghts to ParMETIS based on the orthogonality of the elenents. However, the
resulting partition does a |less effective job of mnimzing communi cation so the
i ncreased conmunication cost mitigates the expected inprovenent from the |oad
bal anced computation. A different communicati on scheme with these wei ghts may
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Figure 14: Runtine of Different Communication Al gorithnms and Non-orthogonal Wi ghts.



lead to a nore optimal solution. Figure 14 shows three different comruni cation
schenmes non-bl ocking (MPI_Isend, M°l_lrecv), blocking(MI_Send, Ml _Recv), and
threaded (MPI calls are threaded) for different non-orthogonal weights
(orthogonal weights are set to 4). These schenes show varied success but none
seem to inprove significantly as the conputation becomes |oad balanced.
However, sone schene nay be found that will greatly inprove performance.

V. DI SCUSSI ON

Tau3P is currently a useful parallel time domain application for studying
and designing various aspects of accelerator structures. However, many
i mprovenents still need to be nmade in order to solve the really Ilarge
accel erator structure problens and to increase the variety of problens Tau3P can
hel p sol ve. The main aspect of Tau3P that needs to be inproved is the
performance. Al though the performance is adequate on small Linux clusters, it
is very lacking once scaled past 64 processors. An optimal |oad bal ancing
solution needs to be found, which can bal ance the conputation and al so mnim ze
conmuni cati on. Another area for inprovement is the stability of the code.
There are intrinsic instabilities in the DSI nethod that are mitigated for nost
problenms by using filters the described above. However, there are certain
problens that are very difficult to build a high enough quality mesh to run with
stability. Additional features are being added that will allow Tau3P to solve
nmore problens. Tau3P will soon support dielectric materials and there are plans
to inplement |ossy materials in Tau3P. Tau3P is also starting to be used to
calculate fields for particle tracking sinulations [5]. Wen used in particle
simulation, Tau3P is used as a library that is driven by the particle tracking
code. The particle tracking code calls an initialization step in Tau3P and then
asks Tau3P for fields at certain tine steps. Tau3P calculates the fields until
that time step and returns the fields that have been requested.
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